POLICY FORUM
Patient Safety Organizations Are Step 1; Data Sharing Is Step 2
Allan S. Frankel, MD

The health care industry will forever require careful oversight to ensure safety. It suffers from the ubiquitous and very human trait of reaching out towards desired goals and concentrating on attaining products, while putting fewer resources into the commensurately necessary safety nets and safety measurement systems. There is no reason to presume this trait will change. We see it manifest wherever humans push the envelope: in deep-sea oil exploration, e.g., Deepwater Horizon, and nuclear power, e.g., the Fukushima Daiichi Power Plant [1]. We obtained oil and nuclear power, we presumed safety, but paid great human and environmental costs because of inadequate safety defenses. The difference in health care is that our disasters tend to be many episodes of single deaths and human suffering rather than a single episode with many deaths and injuries. As a result, meaningful patterns of systemic failure are difficult to identify and easier to ignore. To safeguard, we must attend to failure.

The Patient Safety Act of 2005 [2] created patient safety organizations (PSOs) to confidentially collect and aggregate data on adverse events from health care organizations on a large enough scale to generate insights of value for clinical improvement. There is precedent for the act in the Aviation Safety Reporting System (ASRS), which serves as a reminder that confidential reporting systems over time can be effective. The ASRS had detractors for years after its inception but has proved to be of great value [3].

The PSOs protect the confidentiality of adverse event data by building upon peer review, the method that states use to protect an organization’s quality and safety data from lawsuit discovery, in part to aid learning and improvement. In most states, the protection built into peer review ends when quality and safety data leave the walls of the health care institution. The Patient Safety Act extends legal protection to a PSO to facilitate the collection of a wide range of data from many organizations, but with caveats. The protection and confidentiality afforded to PSOs mandates that analysis of aggregated data must occur for learning and improvement. The logic is sound; the goal of the PSO is to generate action, not to collect data.

Patient safety organizations move us in the right direction. The authors of the Patient Safety Act recognized the many challenges of collecting accurate data [4]; how, for example, human beings resist admitting wrong [5, 6], yet have a propensity to blame [7, 8]; the detrimental influence of legal malpractice on our learning [9]; the myths about patient expectations after an adverse event [10]; and the glacially slow
incorporation of effective teamwork and improvement into our culture [11]. Given these challenges, there is little surprise that physicians and organizations underreport adverse events and won’t voluntarily make data available for public scrutiny.

Why Congress would confer the privilege of legal protection to PSOs and limit public access to their data, and why, overall, this is ethically practical and a reasonable but incomplete first step warrants some reflection. Characterizing health care’s effort at self-policing and identifying the factors that influence it will help put the current situation into context.

Health care was once offered through a guild of independent practitioners who occasionally plied their trade within common walls called hospitals. In that setting, physicians were responsible for self-policing as the mechanism to ensure the safest and most reliable care [12]. Some of their efforts were laudable, others offensive. The American Medical Association’s 1847 Code of Medical Ethics required that members not criticize other members, an example of physicians’ closing ranks against other clinicians and patients. In her book on medical ethics, Virginia Sharpe relates how this compact resulted in the burning of a scathing report on the quality of medical schools in the United States in the early 1900s before the report was made public. The burning initiated what ultimately became known as the Flexner Report. Frequently, but not always, the gentlemanly code [13] promoted ethical behavior but also helped shape the complex, error-prone system of health care we have in place today.

Although health care systems in most advanced countries are now large, industrial, and complex, the old model of self-policing has remained fully intact, a relic that is useful but inadequate in light of the fact that so much of care today is a team effort. There is a hodgepodge of publicly available information obtained as a result of required regulatory and governmental reporting that ostensibly measures the safety of health care. However the metrics are only partly the right kind of data, and they’re not particularly accurate. Whole sets of cultural and risk data are ignored, and a considerable amount of information collected by the health care industry remains unavailable to the public. Health care is not unique in measuring the wrong things.

The book Moneyball explains how the RBI (runs batted in) metric used in baseball is influenced mostly by chance (a given player’s RBI depends on the players who happen to bat and get on base before him), yet this metric has been used for a century to characterize a baseball player’s excellence. One professional baseball team, the Oakland Athletics, capitalized on this fallacy for a number of years with great success, allowing them to spend 1/6 of what other good teams spent on player salaries and still get to the playoffs [14]. Similarly, in health care we classify the best 100 hospitals [15], the best 50 hospitals [16], the best international health care institutions [17], and the like, using measures that may have no bearing on safety and reliability of care. The bald truth is that even those deeply knowledgeable about health care don’t have available to them a set of reliable measures that identify the “best” safe and reliable institution.
The reports about best hospitals are based on reputation, imperfect quality data, and self-assessment and do not include the very important measures of culture, risk, and reliability. Furthermore, in what could be perceived as a conflict of interest, some organizations publish metrics of safety and then offer commercial services to help those same hospitals improve. We can achieve a materially better understanding of safe and reliable health care if we aggregate public health care data and other selected data that is now strictly private.

It is in this setting that Congress addressed the practical aspects of collecting data about adverse events, near misses, and errors. So far, however, the PSOs have not achieved anything even close to their potential. It is difficult to collect adverse events manually, and human beings don’t like to report their own errors of omission, commission, and lapses in judgment or memory. In fact, they won’t reliably do so, and so far, they’re not. PSOs may well become the repositories of increasingly important data, and they may play a major role in safeguarding the learning process that is necessary in our health care industry. But part of this future success will rely not on person-dependent reporting but on a combination of automation and person-dependent oversight.

The Internet, easy access to computers, and electronic health records are making real-time electronic collection of adverse events in large health systems a reality, theoretically bringing us closer to achieving a real national assessment of care safety. A census approach that looks at hospital databases might finally produce a view of the “real” number of potential and adverse events, the denominator in the risk equation. That number has been elusive, sought after for the past 20 years since the 1991 Harvard Practice Study identified that we are an error-prone industry [18]. It is now on the horizon and brings us closer to quantifying risk in hospitals in a standard and comparable fashion using meaningful measures. Combined with the increasing sophistication of how we measure culture and attitude [19], we might finally be able to identify the organizations capable of delivering stellar care and to pinpoint those most in need of improvement. This requires measures of culture, processes, outcomes, and adverse events. PSOs can collect all this data.

But the Patient Safety Act is flawed; PSOs are not required to share their data, which limits the ability to achieve a much-needed national perspective. Regardless, it is a step in the right direction. Organizations are getting their hands around the measurement of health care culture in earnest for the first time and are beginning to really measure risk. The culture and risk insights that ensue [1] will change the way leaders manage health care, alter how we view organizational excellence, and most likely lead to safer and more reliable care.

PSOs make sense for learning, and confidentiality is appropriate to increase the amount and quality of data collected. To reach full potential, however, PSOs must find ways, or be required, to aggregate their findings.
Maybe it is wishful thinking, but at some point an organization with a prescient leader who understands reliability and the factors that predispose to excellence may make some of this data publicly available and not implode but improve. The Lexington, Kentucky, Veterans Affairs Medical Center did so with disclosure of adverse events to patients in 1987 [20, 21], followed very successfully by others like the University of Michigan [22] health care system. In those cases, it took singular individuals to start the process. That will certainly portend a shiny new day.
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