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Abstract 
In epidemiology, bias is defined as systematic deviation from the truth, 
and it can arise at different stages of scientific investigation (eg, data 
collection, methodological application, and outcomes analysis). 
Epidemiological bias can appear as a consequence of data bias (usually 
categorized as selection bias or information bias) or social bias 
(prejudice). Such forms of bias may occur separately or together. This 
article explores what health professions students should learn about the 
relationship between data bias and social bias—generated by racial, 
ethnic, gender, or other kinds of prejudice, singly or in combination—as a 
source of ethical and clinical concern in health care practices and 
policies that influence patient care and community health. 
 

The American Medical Association designates this journal-based CME activity for a maximum of 1 AMA PRA 
Category 1 Credit™ available through the AMA Ed HubTM. Physicians should claim only the credit 
commensurate with the extent of their participation in the activity. 
 
Thinking Critically About Evidence 
Bias is defined as the presence of systematic error in a study, and its adverse impact 
has significant ethical importance: a cascade of diagnoses or broader interventions that 
are erroneous, leading to treatment plans that harm patients and populations. The 
recognition of data bias is a foundational clinical medicine skill because evidence-based 
practice depends on accurate information. Students tend to consider the answer to the 
question, “Are the numbers in this table correct?” to be straightforward. But accuracy 
cannot be assessed by scrutiny of numerical data alone; only a close look at the 
methods that produced those values can reveal bias. In short, data bias emerges from a 
process. A reader in the health professions must understand the steps that generate the 
numbers and the assumptions made by investigators about their data sources. It is 
important to know whether bias stems from the availability of information, its collection, 
its methodological manipulation, or the analysis of findings. 
 
Broader judgment comes into play because epidemiological bias, which includes data 
bias, does not arise from methodological errors alone. It can also result from socially 
discriminatory choices that inform data selection, classification, and analysis. Health 
professions students are often surprised that, as used in epidemiology, the term bias is 
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putatively unconnected from its everyday meaning: prejudice or devaluation of a 
particular social group. Here, we argue that the everyday and scientific meanings of the 
term are at times closely interrelated. A focus on implicit bias in the clinical realm 
enhances this awareness,1 and recent attention to the need for more equity in public 
health data2 reinforces the importance of the issue. This article canvasses concepts 
pertaining to epidemiological bias that health professions students should understand, 
regardless of whether bias is generated by epidemiological errors or by racial, ethnic, 
gender, or other prejudices. Such sources of inaccuracy are of ethical and clinical 
concern because they can influence patient care and community health. 
 
Importance of Accurate Data 
The goal of epidemiological and clinical research is to produce accurate data that are 
useful. The presence of bias in a study implies that there are systematic errors in the 
data. Nonetheless, bias is not a dichotomous concept: it can exist to a greater or lesser 
degree and may distort a true association in one direction or the other.3 Where it is 
present, bias will influence the validity of data for the population under study (internal 
validity) and for populations for whom results are assumed to be relevant (external 
validity). For example, in a drug trial, internal validity represents the extent to which 
observed outcomes can be ascribed to the treatment regimen, allowing for causal 
inference. There can be no external validity (broader effectiveness) without internal 
validity, although the presence of the second does not guarantee the first.4 
 
Sources of Data Bias 
Data bias is a capacious concept. Its largest categories are selection bias and 
information bias, which in turn encompass numerous subvarieties.5 Notably, certain 
study designs are structurally vulnerable to data bias. For example, retrospective cohort 
studies are particularly prone to selection bias. In such chart-based studies, the 
investigator identifies a cohort that has been assembled in the past, identifies potential 
predictor variables from measurements made in the past, and evaluates outcome 
variables. Since data will likely not have been collected for research, some charts might 
be excluded due to missing but crucial information.6 Interviewer bias can occur in case-
control studies if investigators question patients who are “cases” more intensively about 
exposures that are already known to be associated with the disease.3,7 Even randomized 
controlled studies are vulnerable to bias resulting from misallocation of participants, 
insufficient data blinding, or loss of subjects to follow-up.8 
 
Selection bias. In most studies, only a sample of the target population is chosen for 
observation or intervention. Consequently, studies are susceptible to selection bias, that 
is, to the recruitment of a nonrepresentative assemblage of subjects.9 Individuals within 
the sample may systematically differ with respect to social and economic status, 
educational level, age, or other consequential characteristics. Such errors can obscure 
causal associations between an exposure, such as a treatment, and a health-related 
outcome.10 Biases in which errors of inclusion or exclusion play a role often have their 
own designation or eponym. This inventory of biases includes nonresponse bias, 
volunteer bias, Berksonian bias, attrition bias, incidence-prevalence bias, confounding 
by indication, surveillance bias, and other named biases.5,9 
 
Information bias. Information bias can arise during or after data collection and refers to 
systematic errors in the measurement of variables or classification of subjects. Errors of 
measurement can occur because of faulty instrumentation or discernment, the latter of 
which includes recall bias, interview bias, observer bias, or confirmation bias.9,11 As a 
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rule, understanding the relationship between an exposure and an outcome requires 
subjects to be classified into categories, such as “exposed” or “non-exposed,” and to 
isolate variables responsible for differing outcomes.12,13 Misclassifications commonly 
arise in observational studies but can be present in randomized controlled studies.12,13 
Nondifferential and differential misclassification bias refer to whether measurement 
error due to misclassification of subjects is symmetrically or asymmetrically distributed 
between the intervention and comparison groups. For example, in a study of the impact 
of a drug on obesity, the scales used to weigh patients may not all be accurate. 
Depending on whether those inaccuracies are similar (say, 5% higher for all patients) or 
dissimilar, this error will have a divergent bearing on the results. 
 
Bias should be differentiated from other problems of accuracy, particularly from 
confounding. Confounding describes an association between 2 variables—an exposure 
and outcome—that appears causal but that surfaces only due to influence from a hidden 
yet consequential variable. A well-cited example is the association between heavy coffee 
drinking and cancer of the pancreas.7 This mirage is present only because heavy coffee 
drinkers are more likely than light or non-coffee drinkers to smoke cigarettes, an action 
responsible for the elevated risk of pancreatic cancer. Confounding represents a 
distortion of the relationship between exposure and outcome due to the presence of one 
or more extraneous variables, and, like data bias, it can lead to incorrect inferences 
about causality. Typically, it is not possible to correct for data bias, whereas if a 
confounding variable is known and measured, the real effect of the exposure on the 
outcome can be obtained by adjustment for this factor. In sum, confounding produces 
errors of interpretation despite the accuracy of the measurement.4 
 
Random error, in contrast to bias, is nonsystematic and affects the precision rather than 
the validity of research findings. This lack of exactness results from sampling variability, 
producing errors that are unsystematic. Data can be both biased and imprecise, but, 
unlike bias, lack of precision is best addressed by increasing a study’s sample size. 
 
Social Bias and Data Bias 
In the epidemiological literature, data biases are implicitly considered oversights, 
mistakes, or unavoidable failures in research protocols. Indeed, epidemiologists 
distinguish sharply between data bias and social bias: “Bias undermines the internal 
validity of research. Unlike the conventional meaning of bias—i.e., prejudice—bias in 
research denotes deviation from the truth.”14 In short, data bias is an operational error 
and social bias (prejudice) is a disposition of judgment. This distinction is not always 
clear, however. The consequences of social bias can lead researchers to deviate from 
the truth, and clinicians can collect biased data by using measurement tools that have 
social biases structured into them. 
 
An important example of overlap between data bias and social bias is found in research 
on risk factors for cardiovascular disease in young men identified as Black. The 
available data are fraught with selection bias. Given the enormity of the population with 
a history of incarceration and the disproportionate incarceration of Black men,15,16 the 
exclusion of incarcerated persons from household-based surveys poses a large obstacle 
to obtaining unbiased samples. Examples of surveys that exclude people who are 
currently incarcerated include the National Health and Nutrition Examination Survey and 
the National Health Interview Survey.16 
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Information bias arising from a legacy of medical racism continues to affect diagnostic 
and eligibility criteria. Indeed, race is embedded in clinical algorithms and decision-
making tools across many medical specialties.17,18 For example, in 2019 researchers 
revealed algorithmic bias in a widely used medical artificial intelligence tool that 
incorporates health care costs into the prediction of clinical risk, with deleterious 
consequences for Black patients. Since the health care system spends more money, on 
average, on White patients than on Black patients, the tool returns higher risk scores for 
White patients than for Black patients. Use of this tool might have led to more referrals 
for White patients to specialty services, perpetuating both spending discrepancies and 
race bias in health care.18 Moreover, in pulmonary medicine, the observation of 
differences in lung capacity between a population characterized in the 1800s as “Full 
Blacks” and White soldiers was attributed to a biological difference associated with race 
rather than the effect of enslavement and environmental exposures now known to alter 
lung function. Subsequently, a “race correction” was built into equations used in 
spirometry.19 Whether in the assessment of occupational lung diseases such as 
asbestosis or “objective” eligibility for lung transplantations, the incorporation of biased 
reference standards for lung function can lead to worse outcomes for Black patients. 
 
Links between social and data biases are also evident in biomedical research. For 
example, the evolving field of precision medicine is driven by lab-based sequencing of 
the genetic code, creating large databases that are curated and organized to extract 
clinically relevant information. The underrepresentation of non-European populations in 
genomic databases, like all selection bias, is problematic for clinical care because the 
exclusion of such data limits their generalizability.20,21 Moreover, while at the cellular 
level racial identity is nonexistent, once a pathophysiological process is understood and 
given a label, the resulting diagnostic category can take on racialized associations, 
leading to information bias. There are many examples of such racialized diagnostic 
categories, including sickle cell disease, sarcoidosis, gallstones, and cystic fibrosis. In 
the clinical setting, this racial “essentialism” leads to assumed or missed diagnoses, 
misclassification through confirmation bias, and harmful consequences.21 

 
Social biases that contribute to data bias are not limited to race. A body of public health 
research documents gaps in national survey data of sexual orientation and gender 
identity.22,23,24 Although data collection procedures have evolved, prior to 2016, 
biological sex in Behavioral Risk Factor Surveillance System telephone surveys could be 
assigned based on a respondent’s “vocal timbre,” a practice vulnerable to confirmation 
bias.25 Research documents that this approach has resulted in substantial 
misclassification of answers, especially those of persons who identify as transgender or 
gender diverse. 25,26,27 Moreover, the collection of data on sex and gender, where 
explicitly sought, does not by itself guarantee validity, as there is widespread 
misunderstanding of the meaning of sex and gender.24 

 
Conclusion 
Data and social biases are oblique to one another: they are separate frames, but at 
times they interlock; together, they contribute to epidemiological bias. Data bias refers 
to systematic errors in a sequence of tasks that produces data; social bias refers to 
actions and attitudes that can shape those operations. And when these frames coincide, 
it is not always clear which is a subset of the other. The exclusion of a group from a 
survey or study can reflect selection bias, but this exclusion may more accurately be 
ascribed to prejudice. 
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While there is a path to identifying data bias, there are no shortcuts. Some degree of 
bias is always present in a published study, so the challenge of bias recognition is 
ongoing.3 Awareness of the nature and types of bias in research studies allows for a 
more meaningful scrutiny of results and conclusions. As researchers, careful planning is 
needed in each step of research design, and, when presenting results, a full 
acknowledgment of any sources of bias is essential.28 The health professional’s 
commitment to a close examination of evidence must remain steadfast, as the presence 
of bias—whether of epidemiological or social origin—undermines the provision of 
effective and acceptable clinical care. 
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