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Abstract 
This commentary on a case analyzes how integrating ambient listening 
and transcription technologies powered by artificial intelligence into the 
electronic health record documentation process influences 
documentation practices and clinical encounters. The commentary offers 
best-practice recommendations for informed consent processes and 
patient-clinician relationship formation. 

 
The American Medical Association designates this journal-based CME activity for a maximum of 1 AMA PRA 
Category 1 Credit™ available through the AMA Ed HubTM. Physicians should claim only the credit 
commensurate with the extent of their participation in the activity. 
 
Case 
XY is a patient at University Health and prepares for an upcoming routine visit with their 
new physician, Dr M. XY reviewed and completed health questionnaires and signed 
consent forms prior to their visit. XY did not consent to the use of a new ambient 
listening and transcription artificial intelligence (AI) technology, which University Health 
clinicians use to more easily integrate information from patient interviews into a 
patient’s health record. The consent form for this technology specifies that not 
consenting will not interfere with the course of care one would receive during a “normal 
visit.” XY plans to ask Dr M a few questions about cannabis and psychedelic mushroom 
use, because XY wonders if it is causing some new symptoms, but XY is not comfortable 
having audio evidence of their substance use recorded, so XY does not consent. 
 
On the day of XY’s visit with Dr M, XY learns from the medical assistant (MA) that the AI 
recording and transcription technology is already widely in use at University Health and 
that “most patients consent.” MA is not sure how to respond when XY says, “But the 
consent form said that refusing to be recorded wouldn’t interfere with my getting care.” 
MA remains unsure how the visit will proceed without XY’s consent to use the technology 
and asks Dr M to help explain. Dr M explains to XY, “I rely on this technology to do my 
documentation and dictation now. Is there something specific you’re concerned about?” 

https://edhub.ama-assn.org/ama-journal-of-ethics/module/2840230
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XY feels awkward, hesitates, but finally capitulates and consents to being recorded. XY 
gets the orders needed for routine health screenings, but when asked by Dr M if they 
have any more questions or concerns, XY says, “No.” 
 
Commentary  
In practice, many clinicians now use ambient listening and transcription technologies 
powered by AI (“ambient clinical documentation tools” or “tools”), similar to the tool in 
this case. For example, one large nonprofit health care organization in the United States 
recently announced it would implement an ambient clinical tool in 40 hospitals and over 
600 medical offices.1 Tools like this one typically record and transcribe the patient-
clinician encounter and generate a summary of the conversation in a clinical note. In the 
initial versions of such tools, the recording, transcript, and note were typically first sent 
to a third-party company for human review. But newer versions skip this extra step2,3: 
one AI-based tool “securely drafts clinical notes, recording in-office and telehealth 
patient visits with patient consent . . . and produces a draft note for immediate physician 
review and completion.”2 
 
Ambient clinical documentation tools promise to increase the quality and efficiency of 
documentation, reduce clinician burnout, and improve the quality of care.2 Because 
such tools record and transcribe the patient-clinician encounter and summarize the 
conversation in a note for the clinician’s review, the clinician can spend more time 
listening to and treating the patient. But for all they promise, these tools also raise 
several ethical and legal issues, ranging from privacy and security to liability. For 
example, patients might be uncomfortable with their conversation being recorded, or the 
ambient clinical documentation tool might make mistakes.4 Thus, in addition to 
considering the potential benefits of these tools, hospitals, health care facilities, and 
other stakeholders should carefully consider their risks before adopting them in clinical 
practice. 
 
Inspired by the case of patient XY and Dr M, this commentary uses the concept of 
informed consent to evaluate the possible impact of such technologies on the patient-
clinician relationship. After discussing informed consent, we focus on the legal 
protections and limits of informed consent and related laws. We then discuss other 
ethical issues raised in this case, such as the power imbalance between Dr M and 
patient XY. We conclude with best-practice recommendations for hospitals and clinicians 
implementing these AI tools. 
 
Informed Consent 
According to the American Medical Association Code of Medical Ethics, “[t]he process of 
informed consent occurs when communication between a patient and physician results 
in the patient’s authorization or agreement to undergo a specific medical intervention.”5 

A staple of medical practice, informed consent refers to 2 distinct practices. One is legal. 
It typically requires the physician to disclose the material risks of proposed treatments 
and alternatives.6 The other is ethical, as informed consent is grounded in the ethical 
principle of respect for autonomy: patients ought to be able to make decisions about 
their bodies based on the full information available. 
 
Principles that underlie the legal doctrine of informed consent overlap but are not 
coextensive with the ethical principles that animate the ethical process of informed 
consent. Under both, for example, patient XY has an autonomy interest and therefore a 
right to information about risks related to the treatment that might affect their decision 

https://journalofethics.ama-assn.org/article/how-teach-good-ehr-documentation-and-deflate-bloated-chart-notes/2025-11
https://journalofethics.ama-assn.org/article/how-teach-good-ehr-documentation-and-deflate-bloated-chart-notes/2025-11
https://journalofethics.ama-assn.org/article/ehrs-and-ipatient-era-challenges-and-opportunities-patient-centered-care-and-clinician-well-being/2025-11
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to undergo it. But physicians’ ethical duties to disclose the uses and risks of the ambient 
clinical documentation tool are likely broader than physicians’ legal duties to do so, if 
any exist. 
 
Limits of the Legal Doctrine of Informed Consent  
Although a patient-focused concept, the legal doctrine of informed consent does not 
entitle the patient to every conceivable morsel of information. And the doctrine’s 
limitations, just like its protections, can affect the patient-clinician relationship. 
 
For instance, the physician often has a legal duty to disclose only those risks that “a 
reasonable person, in what the physician knows or should know to be the patient’s 
position, would be likely to attach significance to . . .  in deciding whether or not to 
forego the proposed therapy.”6 With a few exceptions, physicians do not have a duty to 
disclose the use of AI technologies to help formulate treatment recommendations under 
the legal doctrine of informed consent.7 If this is correct, it follows that physicians (like 
Dr M) are also unlikely to have a general duty to disclose to patients (like XY) the use 
and, ultimately, the risks of ambient clinical documentation tools, which in their current 
versions play no part in the decision-making role of the treating physician. Additionally, 
the legal doctrine of informed consent typically applies to a “medical or surgical 
procedure” or “treatment.”8 However, ambient clinical documentation tools seem 
unlikely to constitute some form of medical or surgical procedure or treatment that 
requires disclosure. The reason is that the tools are currently unlikely to be “devices” 
under federal law as long as they just transcribe and do not interpret or analyze patient 
records.9,10 While the Health Data, Technology, and Interoperability (HTI-1) final rule of 
the Office of the National Coordinator (ONC) for Health Information Technology (IT) has 
recently implemented transparency requirements for certain algorithms that are 
considered “Predictive Decision Support Interventions” and are part of ONC-certified 
health IT, these requirements apply to health IT developers and typically do not extend 
to physicians.11 Finally, as an example of new developments at the state level, California 
has implemented disclosure requirements for providers using generative AI to generate 
“patient communications pertaining to patient clinical information,” but such 
requirements only apply to patient-facing clinical communications and also do not apply 
in cases in which a physician reads and reviews the AI-drafted communication.12 In 
short, the legal doctrine of informed consent does not currently appear to require 
physicians like Dr M to disclose to patients like XY the uses and risks of an ambient 
clinical documentation tool. 
 
Yet the likely absence of such a duty under the legal doctrine of informed consent could 
negatively affect what information physicians voluntarily disclose to patients like XY. For 
example, without a legal obligation to disclose the tool’s risks (eg, the risk of 
mistranscription that could be used in future diagnosis), physicians could have less 
incentive to learn about them, making further discussions with patients like XY about 
those risks difficult. And if a physician cannot answer basic questions about the tool, 
then the patient might infer that the physician lacks competence, thereby undermining 
trust and the patient-clinician relationship. For example, if patients do not trust their 
physician, they might be less likely to share information—including their cannabis and 
psychedelic drug use, as in the case of XY—or be less likely to consent to treatment. 
 
Patients like XY might also be reluctant to share information if they know that these 
tools sometimes “hallucinate” and if they believe physicians like Dr M do not take the 
necessary time to identify false or invented information in the AI-generated note, 
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particularly if they cannot explain how these tools work.13 Although the risk of incorrect 
information could also exist when physicians draft their own notes, patients might 
(perhaps rightly so) believe that the physician has more control than when an ambient 
clinical documentation tool generates the note for them. This concern can be particularly 
well-founded in cases in which a tool is insufficiently trained on diverse accents and 
speech patterns and the patient has a strong non-native English accent, which can lead 
to inaccuracies in the AI-generated note.14 Additionally, AI algorithms might introduce 
new forms of bias or distortions, not simply when transcribing but when drawing 
inferences and summarizing conversations.1 Without an honest and informed patient-
clinician interaction, treatment decisions are less likely to advance the patient’s interest 
and might negatively impact patient outcomes.15 
 
That said, the risks of ambient clinical documentation tools do not always outweigh their 
benefits. Properly used, such tools might actually improve patient care, despite the weak 
incentives provided by the legal doctrine of informed consent. For example, patients like 
XY, despite their misgivings about the technology, might ultimately consent to its use 
and develop a better, more trusting relationship with their physician than they would 
have if the physician had been typing on a keyboard or clicking a mouse. If physicians 
like Dr M experience less burnout from using the technology, they can pay closer 
attention to their patients. Both of these results could, in turn, translate into better care. 
Thus, even if there are some risks that these technologies could undermine trust and 
negatively affect patient care, they will not necessarily do so in every case. And nothing 
about the legal doctrine of informed consent prohibits disclosures that could help to 
realize these benefits by informing patients of the use of and risks associated with 
ambient clinical documentation tools. 
 
Other Legal Protections 
Gaps in the legal doctrine of informed consent can be partially closed by other laws, 
helping to augment trust in the patient-clinician relationship. The Health Insurance 
Portability and Accountability Act (HIPAA) and the corresponding Privacy Rule, for 
example, protect the use and disclosure of “individually identifiable health information” 
(so-called “protected health information” or PHI) by “covered entities,” such as 
clinicians, hospitals, and payers, as well as their “business associate[s]” who have, for 
example, agreements with hospitals.16 In the hypothetical case, HIPAA protects XY’s PHI 
(eg, XY’s diagnosis) because Dr M is a covered entity. And the company that offers the 
tool is likely a business associate since it provides services (eg, the recording and 
transcription) on behalf of the covered entity. 
 
Other federal and state laws can also help safeguard patient privacy, dignity, and 
autonomy. For example, federal and state wiretapping laws might require patient 
consent to recording.17 For example, in US v Hollern, a chiropractor was criminally 
convicted under the Federal Wiretap Act because he did not obtain proper patient 
consent: patients signed consent forms authorizing recording and use for medical 
purposes, but the chiropractor used the recordings to coach other chiropractors on how 
“to convince the patient to agree to a lengthy course of treatment, preferably paid for in 
advance.”18 State civil laws can operate in similar ways. In California, for example, third-
party platforms used to facilitate communication with patients faced civil liability for 
“intercepting” data without the patient’s consent.19 In the case of XY, University Health 
could face criminal charges or civil claims under state wiretapping or privacy laws if it 
does not obtain informed consent that covers all of the relevant activities. Each of these 
protections can help to encourage a sense of privacy and trust. 

https://journalofethics.ama-assn.org/article/doctoring-homeless-caring-most-vulnerable-building-trust/2015-05
https://journalofethics.ama-assn.org/article/how-could-legal-standards-promote-equitable-access-ehrs/2025-11
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Limitations of Other Legal Protections 
Despite the additional protection offered by these laws, they also have limitations that 
can affect the patient-clinician relationship. For example, although HIPAA protects the 
use and disclosure of PHI, patients might authorize a covered entity to disclose their PHI 
in writing, such as for marketing or sale,20,21 even if they do not actually know what they 
authorize. Additionally, HIPAA does not apply to deidentified data when covered entities 
remove specific “identifiers” from PHI, such as name, address, phone numbers, and 
biometrics.22 
 
These legal gaps can affect patient privacy. For instance, XY might sign an agreement 
that purports to protect their privacy under HIPAA, but University Health might share 
properly deidentified data with a third party, as HIPAA does not apply in this situation. 
However, the ability to relatively easily “re-identify” data using other datasets 
undermines HIPAA’s privacy protections.23 In particular, voice recordings that integrate 
with other EHR information might need to be “deidentified” using a more sophisticated 
technology to alter the patient’s voice.24 The other option would be to destroy the 
recording altogether and keep only a deidentified transcript of the conversation. 
However, this option could generate other risks, such as an inability of physicians (who 
rely on memory) to identify errors if the transcript was not (properly) validated before the 
destruction of the recording. If errors are not fixed and false notes are included in health 
records—and if clinicians are unable to correct the errors—patients could be harmed 
over time. 
 
Patients like XY might worry that these limitations reduce their privacy, which could 
negatively impact their care and relationship with their physicians. For example, if XY 
thinks University Health is going to share their data, even if properly deidentified in 
compliance with HIPAA, she might have second thoughts about sharing information 
about drug use with Dr M. Similarly, a broad consent form that protects University Health 
from liability under wiretapping laws could undermine XY’s trust in the privacy of their 
conversation with Dr M, making XY less likely to provide complete and accurate 
information. 
 
Framing, Power Asymmetry, and Equity 
While legal considerations influence the patient-clinician relationship, the ethical 
considerations in informed consent could have a broader impact on this relationship. A 
patient like XY might choose to consent out of fear rather than agreement. For example, 
XY might fear Dr M will label them “difficult” or be more dismissive of their concerns if 
they do not consent, which could undermine their trust in Dr M. 
 
How the care team frames the process of consent can exacerbate or mollify this 
concern. For example, in the hypothetical case, MA tells XY that “most patients 
consent.” When XY asks about a potential decision to refuse to consent to the 
technology, Dr M’s answer is framed with consent as a default. Rather than explain the 
risks and ask for XY’s consent to record and use the conversation, Dr M explains the 
software’s purpose and asks XY “Is there something specific you’re concerned about?” 
Even if Dr M did not intend to influence XY’s decision, this framing places the burden on 
the patient to question the physician’s authority. It is also dismissive and feeds into the 
existing patient-clinician power asymmetry by suggesting that there is nothing to worry 
about. XY might consent simply to avoid Dr M’s forming an unfavorable impression 
before treatment begins. 
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Power asymmetries can disproportionately impact patients with low health literacy, 
cultural differences, or disadvantaged backgrounds. Patients with low health literacy or 
those who come from a culture that prizes deference to authority might be hesitant to 
question a physician,25,26 particularly when a decision is framed as being contrary to the 
physician’s preference or recommendation.27 In the hypothetical case, for example, XY 
could be influenced to consent by Dr M’s and MA’s describing the use of the tool as 
common and typical—as opt-out rather than opt-in. Finally, patients from financially 
disadvantaged backgrounds might have public insurance, limited resources, or private 
insurance with limited provider networks, making it difficult for them to locate or see 
another clinician who does not use an ambient clinical documentation tool. XY might not 
have access to clinicians other than Dr M because XY lacks reliable transportation or 
because Dr M is part of a health management organization. The way clinicians like Dr M 
approach the conversation to obtain consent thus can have a particularly large influence 
on patients’ decisions in certain contexts. 
 
Best Practice Recommendations 
While obtaining informed consent is important for managing risks, it does not address 
the panoply of risks confronting patients, clinicians, and technology manufacturers. To 
combat some of these risks, health systems and clinicians should consider 
implementing and monitoring alternative workflows, ideally to both build trust and 
respect individual autonomy. For example, providers could implement consent 
processes that allow patients to watch a short video on the ambient clinical 
documentation tool, including benefits and potential privacy and security risks, as well 
as how the hospital is actively addressing those risks. Medical assistants like MA and 
physicians like Dr M should also be available to answer any questions patients like XY 
might have after watching the video. For example, physicians could explain to patients 
that they review the notes and check them for any mistakes before finalizing and 
entering them into the EHR. 
 
Using some of these strategies could help increase trust, even when using an ambient 
clinical documentation tool is the default option. For instance, a short video explaining to 
patients how their data would be protected could make them feel safer sharing personal 
information with the physician. Providers could ensure that they offer internet-based 
portals through which patients can easily view their medical records,28 including the AI-
generated notes that were checked and approved by their physicians. Providers might 
also inform patients in a message sent through the portal, in simple terms, what rights 
they have to correct their records and why it is important to do so. At the same time, 
however, health systems should be careful not to overload the patient with the feeling 
that the onus is on them to catch errors. 
 
Another key factor in maintaining trust is ensuring that the ambient clinical 
documentation tools actually deliver on their mission to reduce burnout and increase 
physician attention. If they do, they could enable physicians to better understand, relate 
to, and empathize with patients on a personal level.29,30 If they don’t, physicians will face 
3 interrelated problems: decreasing patient trust, flatlining or increasing burnout, and 
potentially worse patient outcomes.2,3 For example, providers should implement systems 
to measure the effects of these tools by comparing baseline measurements of the time 
physicians spent interacting with patients and completing paperwork before the 
adoption of the ambient clinical documentation tool to the post-implementation time 
spent on the same activities. 
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Editor’s Note 
The case to which this commentary is a response was developed by the editorial 
staff. 
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