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Abstract
Potential benefits of decision aids and technology, such as artificial intelligence, used at the bedside are many and significant. Like any tools, they must be used appropriately for specific tasks, since even validated decision aids have limited utility when they are misapplied, overly relied upon, or used as a substitute for thinking carefully about clinically and ethically relevant questions. Patients are more than data points in human form, as they come to emergency departments with stories. As technology casts ever-lengthening shadows over patient-clinician interactions, a key question is: How should clinicians cultivate relationships with technology so it functions in solidarity with patients?

The American Medical Association designates this journal-based CME activity for a maximum of 1 AMA PRA Category 1 Credit™ available through the AMA Ed Hub™. Physicians should claim only the credit commensurate with the extent of their participation in the activity.

Case
Something does not sit right about this emergency department (ED) patient. His asthma flare-ups have brought him to the ED multiple times for shortness of breath, despite escalating asthma medication interventions by his pulmonologist. The emergency medicine intern, who is a few months into her training, listens to his lungs. He’s wheezing, but mildly. His symptoms could fit an asthma exacerbation, but he appears comfortable. Does asthma explain his visit to the ED? Could it be a pulmonary embolism (PE)? What about risk factors for heart disease?

The intern knows a senior resident physician will ask for her differential diagnosis. The patient’s heart rate is over 100, so a common decision tool validated for use with patients at low risk will not rule out PE. She considers ordering a d-dimer to further stratify his risk for PE. He could have underlying pneumonia, so she orders a chest x-ray. There’s also a clinical decision rule for assessing the 6-week likelihood that a patient like this one (eg, with symptoms suggesting an acute cardiac syndrome) will experience an adverse cardiac event.

The intern finishes examining the patient. Now about to leave, with her hand on the doorknob, she asks, “Sir, what do you think is causing your shortness of breath?”
He responds, “My neighbors have been trying to kill me with poisonous vapors in the air conditioning vents.”

Commentary
This case involves a patient, uncertainty, and a “doorknob moment.” Typically, we think of doorknob moments as occurring when patients spring new, important, and sometimes embarrassing information on their physician when he or she is about to leave. Here, however, we have a physician doorknob moment: just when she is about to leave, the intern pivots away from the previous diagnostic roads, opening up a new line of inquiry with different forms of data.

In this encounter, the intern correctly considers possible poor outcomes for the patient—PE and acute cardiac syndrome—and leans on risk-stratification aids to rule out the most life-threatening possibilities. This is good medicine: decision aids are typically constructed and validated on the backs of large, well-designed research studies and, as such, can help us appropriately stratify patients’ risk. We heavily rely on the scores and rules these aids provide to guide disposition decisions, consider interventions, and communicate with patients.

But decision aids are tools, and, like any tools, they must be used appropriately for the task at hand. Even prospectively validated decision aids have limited utility if our approach is off the mark, if we ask the tool to answer the wrong question, or if we rely on these tools to define our questions. When considering the role of decision aids and artificial intelligence (AI) in making decisions in the ED, we must ask: What do we want this technology to do for us? Are we using it to replace our thinking or augment it, to process data faster, or to provide something to hold onto when we find ourselves floating in uncertainty? In this situation, the real source of the patient’s distress—severe, uncontrolled mental illness—was gleaned in part by the resident’s curiosity about the human experience. How might the intern have better employed the tools at her disposal—along with her empathy and curiosity about the human condition—to better build solidarity with her patient?

Decision Aids Cannot Structure Narratives
In the scenario above, the intern’s first inclination was to respect the evidence-based approach that pervades medical education. However, her experience also underlines why we cannot simply apply decision rules without understanding when they are most helpful. Decision aids aim to cut through noise to elements of value. But making decisions about what counts as valuable data is a decision we make before we think we are making decisions.

Consider the challenges faced by AI systems, such as IBM’s Watson, which was designed to tackle health care diagnoses. The challenge Watson’s designers have faced is not that Watson cannot come to a diagnosis with all the proper inputs (diarrhea + vomiting + 4 other sick relatives after a family barbeque = food poisoning), but rather that it is difficult for the new Watson system and machines like it to generate the appropriate narrative questions to “ask” patients (“Did other people at this barbeque also vomit?”) In part, this difficulty arises because, unlike human brains, AI is not very good at imagining counterfactuals or emulating empathy. In other words, AI is not very good at sensing what is not there or when something is not right. AI is not capable of doorknob moments—at least not yet.
Using Decision Aids in Solidarity With Patients

Patients come to the ED with stories to tell. They’re not data in human form ready to be entered into an algorithm. But finding time to listen to their stories is challenging, given that we face pressures to move as many patients as possible through the ED. Against time constraints, we are expected to be both fast and accurate, to satisfy the reductionist tendency in medicine to “find” an answer. Under the weight of competing expectations, we can be tempted to use decision aids inappropriately as substitutes for time spent with patients or as blunt instruments to simplify problems that are not simple.

This approach is problematic because, although we like to believe we reason inductively based on data and evidence, we know the human brain is in fact prone to deductive shortcuts, quickly reaching a decision and then finding the evidence retrospectively to support it. In the ED, where decisions are often made on ambiguous, incomplete, and scattered information, what we choose to consider as evidence is subject to conscious and unconscious forces. And why and how we make these choices isn’t often interrogated.

Moreover, if we choose to concentrate too heavily on objective data, we risk excluding the subjective data that might reveal to us what matters most to the patient. Studies show that patients often cloak their true worries. They want doctors to probe what is not said, what might be lurking between the lines. They want doctors to be interested not only in diagnostics, but also in questions of why and how long will this last and what does this mean for me? For physicians in overwhelming clinical environments, diagnostic tools used wrongly may become not an aid but a distraction, detracting from other forms of meaningful inquiry in the patient-physician dialogue.

Wayfinding Together

Authors have used the metaphor of “wayfinding” to describe the complex diagnostic process that physicians and patients face together and the role AI that may play in it. In this journey, data are acquired, next steps are pursued, new information is generated and interpreted, and so on. This is an iterative process, in which different questions arise and various destinations become clearer along the way. We, as human clinicians, drive this diagnostic journey—assisted, when appropriate, by technological aids.

But what might we lose if we become overly reliant on such aids? What alarm bells might we silence that would otherwise have cued us to change course or seek out data that seems missing? When swimming in uncertainty, how can we avoid pivoting to recognizable data points out of ease and instead use our uncertainty to trigger doorknob moments?

Consider navigation tools such as Google Maps. Before these tools, navigation was a stressful process, invoking anxiety, wrong turns, and arguments among loved ones. With these tools, navigation is easier and more accurate. But we have given up the value of being lost, the discovery to be had by finding our own way. We pay attention differently to the physical terrain when it serves as our guideposts, when it is the source of our focus and not just passing scenes outside our window. We also develop a more intimate relationship with our own mental landscape. Why did I doubt that left turn? Why was I so sure about the right at the light? Few of us would give up our navigation technology. But what we lose is our relationship with the process of navigation. There is value in friction and inefficiency, in having to think about how we are thinking under conditions of
uncertainty. This is especially true in clinical decision making, in which the destination is unknown and the process of discovery requires first identifying the signposts for our journey.

**Cultivating Stillness Amid Chaos**

It is easy to say that clinicians must create mental space and find doorknob moments of stillness in their practice. The reality is that it is difficult to do so in clinical medicine, especially in the ED, where time is short and interruptions and distractions are rampant. It takes mental energy for the brain to switch between tasks and regain focus, only to be interrupted again. The psychology literature illustrates the demanding cognitive toll of making simultaneous decisions under time pressures.12,13

The result is the innately inhuman way we move from patient to patient, with patients’ entire and unique lived experiences distilled to a chief complaint and data points. Even when a patient dies, we might pay our respects with a few seconds of silence and then move on. The first author (E.S.) tells her nonmedical friends that finding moments of stillness is like iceberg hopping—even when you land a moment of stillness with a patient, you already begin to feel the ice slowly melting beneath you.

As technology casts ever-lengthening shadows over clinical interactions, the question becomes: How can we redefine our relationship with technology and decision aids so that they remain adjuncts to our relationships with patients rather than obstructions? How can we use our tools such that they help us climb up our diagnostic ladders quickly, without forgetting to check that they are up against the right walls? The ideal use of clinical decision aides requires outsourcing algorithmic-like knowledge to apps or other tools and off-loading some of our cognitive burdens, thereby making more time and space for meaningful interactions with patients. In essence, forging solidarity and stillness with patients requires developing solidarity with our technology.

**Creating Space for Uncertainty**

Developing comfort with stillness and solidarity is one function of the arts in medical education. The arts, for example, challenge us to become comfortable with uncertainty, instability, and constraints; to pay attention to what is said and unsaid; and to recognize how our emotions influence how we think and what we notice. The arts value what we do not know as a ripe area for inquiry, valuing problem finding as much as problem solving. The arts involve a constant interrogation of intention, methods, and form.

Despite what we might think, physicians are makers, too. We make diagnoses and prognosticate, develop treatment plans, and build trust.15 At first glance, the arts and technology might appear to be strange bedfellows, but the arts might serve an important role in fostering stillness and solidarity with our patients through use of our technologies in emergency medicine. They could do this by cultivating humility, a greater comfort with uncertainty, and an openness to various possibilities. The arts can encourage us to have doorknob moments, even when it feels like we are standing on an iceberg. They might help us recognize when we need help from technology and when the human brain and heart are enough.
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